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1
3D TOF CAMERA WITH MASKED
ILLUMINATION

RELATED APPLICATIONS

This application claims the benefit under 35 USC 119(e) of
U.S. Provisional Application No. 61/369,862, filed on Aug. 2,
2010, which is incorporated herein by reference in its entirety.

BACKGROUND OF THE INVENTION

Three dimensional (3D) imaging time-of-flight (TOF)
cameras are an active-type system. In general, systems are
based on the phase-measurement technique of emitted inten-
sity-modulated light, which is reflected by the scene. The
reflected light is imaged onto a sensor. The photo-generated
electrons are demodulated in the sensor, and based on the
phase information, the distance for each pixel is deduced.

SUMMARY OF THE INVENTION

The present invention concerns the partial masking of the
illumination elements of the illumination module in order to
a) suppress the emitted light power outside the field of view
(FOV) and/or b) to adjust the illumination power across FOV.
The illumination power outside the FOV is in general sup-
pressed as much as possible by such a mask. The illumination
power inside the FOV is—in the general case—preferably not
affected by the mask. However, based on a priori knowledge
of the object to measure and its environment, it might be
advantageous to mask the emitted power across FOV.

The invention presented herein gives the following advan-
tages to TOF systems: reduction of stray light, reduction of
multi-path, and decrease of required dynamic range

The present invention can be combined with the invention
described in US 2011/0025843 Al, which application is
incorporated herein by this reference in its entirety.

In general, according to one aspect, the invention features
a time of flight three dimensional imaging system. The sys-
tem comprises an illumination module that generates modu-
lated light that is intensity modulated, the illumination mod-
ule comprising at least one illumination element, a mask for
the illumination module defining a field of illumination of the
illumination module, a sensor that detects the modulated light
from a field of view at least partially within the field of
illumination, and a controller that generates a three dimen-
sional image from the detected modulated light.

In embodiments, the at least one illumination element of
the illumination module comprises a light emitting diode or a
laser diode. The mask preferably comprises illumination
apertures associated with each of the illumination elements,
the illumination apertures being transmissive portions of the
mask, that are shaped based on the desired field of illumina-
tion. In some examples, the illumination apertures provide
varying levels of attenuation laterally across the width of the
illumination aperture. Generally, the field of illumination is
selected to be substantially coextensive with, smaller than, or
larger than the field of view.

The above and other features of the invention including
various novel details of construction and combinations of
parts, and other advantages, will now be more particularly
described with reference to the accompanying drawings and
pointed out in the claims. It will be understood that the par-
ticular method and device embodying the invention are
shown by way of illustration and not as a limitation of the
invention. The principles and features of this invention may
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be employed in various and numerous embodiments without
departing from the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

In the accompanying drawings, reference characters refer
to the same parts throughout the different views. The draw-
ings are not necessarily to scale; emphasis has instead been
placed upon illustrating the principles of the invention. Of the
drawings:

FIG. 1 is a schematic diagram showing the operation of a
TOF camera;

FIG. 2A is irradiance map and FIG. 2B is a plot of the
horizontal and vertical distribution of irradiance showing the
typical far field pattern of an LED with micro-lens;

FIGS. 3A and 3B show a mismatch of FOV and FOI and a
possible problem of multi-path, respectively;

FIG. 4 shows the optical path having internal reflections
(stray light) within the camera;

FIG. 5 is a perspective view showing a TOF camera;

FIGS. 6A and 6C show the emitted light intensity distribu-
tion on a target at a distance of 80 cm. The rectangle indicates
the actual FOV, FIGS. 6B and 6D show the horizontal and
vertical direct light distribution as a function of the opening
angle

FIG. 7 is a top view of camera installation used to observe
sliding doors without masking of the illumination elements;

FIG. 8 is a top view of camera installation used to observe
sliding doors with masking of the illumination elements;

FIG. 9 shows an exemplary mast for tailoring the optical
power emitted across the scene.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 illustrates the basic principle of a 3D-measurement
camera system 100 based on a sensor 200 comprising a two
dimensional array of the demodulation pixels 101.

Intensity modulated illumination light MLL1 at a predeter-
mined modulation frequency from an illumination module or
light source IM is sent to the object OB of a scene. The light
is generated by illumination elements IE that are masked by a
mask M, according to the invention.

A fraction of the total optical power sent out is reflected to
the camera 100 and detected by the 3D imaging sensor 200 as
reflected light ML2.

Each pixel 101 of the sensor 200 is capable of demodulat-
ing the impinging light signal ML.2.

A controller C regulates the timing of the camera 100 so
that the demodulation is synchronous with the modulation of
light ML1 of the illumination module IM. The phase values of
all pixels correspond to the particular distance information of
the corresponding point in the scene. The two-dimension gray
scale image with the distance information is converted into a
three-dimensional image by the controller C. This is dis-
played to a user via display 102 or used as a machine vision
input.

The distance R for each pixel is calculated by

R=(c*TOF)/2,

with ¢ as light velocity and TOF corresponding to the
time-of-flight. Continuously intensity-modulated light is sent
out by the illumination module or light source IM, reflected
by the object and detected by the sensor 200. With each pixel
101 of the sensor 200 being capable of demodulating the
optical signal at the same time, the sensor is able to deliver 3D
images inreal-time, i.e., frame rates of up to 30 Hertz (Hz), or
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even more, are possible. Continuous sine modulation delivers
the phase delay (P) between the emitted signal and the
received signal, also corresponding directly to the distance R:

R=(P*c)/(4*pi*Mod),

where fmod is the modulation frequency of the optical
signal MLL1 generated by light source IM. Typical state-of-
the-art modulation frequencies range from a few MHzup to a
few hundreds of MHz or even GHz.

Current commercially available 3D TOF cameras use in
general an illumination module IM that is constructed from
an array of LEDs with micro-lenses that more or less have a
similar field of illumination (FOI) to the field of view (FOV)
covered by sensor 200 of the camera.

Laser-based 3D TOF cameras also require a specific micro-
optical design to generate a FOI that matches to the FOV of
the camera.

LEDs are commercially available as surface-mount
devices. They can be ordered either without any micro-lens or
with micro-lens. A micro-lens is required for narrower emis-
sion angles. With respect to 3D sensing, a narrow FOI has the
advantage that most of the emitted light gets onto the FOV.
However, the uniformity over the area gets lost. Usually, the
light power in the center of the FOV is several times larger
than the power at the corners. On the other side, a wide FOI
shows an improved uniformity over the entire FOV, but a lot
of power is wasted outside the FOV. This wasted power not
only is lost but it also might disrupt the measurements.

In general, the emission field has circular shape (see FIGS.
2A and 2B). On the other side, the imaged area on the image
sensor, which determines together with the lens the FOV,
corresponds to a square shape area, or a square-like area
distorted by the lens (barrel, pincushion distortion).

A typical FOI pattern is shown in the simulation in FIG.
2A. It shows the intensity distribution on a 2x2 m target at a
distance of 1m from the LED light source. The white square
indicates the FOV of this specific camera. It can be seen that
the corners of the FOV are not well illuminated while illumi-
nation power is wasted above and below the FOV.

By having a wider FOI 4 than a FOV 3 (see FIG. 3A), it
might happen that objects 6 outside the FOV reflect modu-
lated light on objects in the FOV (see FI1G. 3B). In such a case,
the sensor 200 of the camera 100 gets a resulting image from
the direct path 8 and the indirect path 7. Not only might this
disturb the actual range measurement of the object 5 in the
FOV 3, it also cannot be detected because the reflecting object
6 is outside the FOV 3 and cannot be seen by the camera 100.

Stray light is a common challenge in 3D TOF cameras.
Stray light originating from bright, close objects Target 1
might impact the measurements of low reflective target Target
2 at longer distances. Stray light is usually caused by the
non-direct optical paths 212 inside the camera system 100. As
shown in FIG. 4, the non-ideal path 212 is sketched as being
reflections between the lens (objective) 210 and the imager
sensor 200. However, stray light might also be generated by
reflections inside the objective or by an optical filter added in
the optical path.

In case of a 3D TOF system as illustrated in FIG. 3B, stray
light might even be caused by objects that are not even in the
field of view.

FIG. 5 shows a TOF camera 100 constructed according to
the principles of the present invention. The image sensor 200
along with object lens system and typically a bandpass filter
are located behind the entrance aperture EA. The illumination
module IM comprises 24 LED illumination elements IE in the
illustrated example. The LED illumination elements imple-
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4

mented are standard off-the-shelf LEDs with a microlens on
top to more or less shape the illumination beam.

In any case, still quite a lot of power would be emitted
outside the FOV. This light does not contribute at all to the
system performance; it only disturbs the measurements.
Therefore, it is preferred to suppress as much as possible the
illumination power outside the FOV, a mask M is added that
provides an illumination aperture 1A for each of the illumi-
nation elements IE. The illumination apertures IA are trans-
missive portions of the mask M through which light of the
illumination elements is transmitted. The illumination aper-
tures are shaped based on the desired field of illumination
FOL. In some embodiments illumination apertures with dif-
ferent shapes are used with multiple illumination elements
such that the net or sum illumination from the elements pro-
vides the desired pattern for the FOL

The simulation promises a drastic reduction of the light
power that is emitted outside the FOV. FIGS. 6 A-6D illustrate
the difference of the FOI with and without masking the illu-
mination.

FIGS. 6 A and 6C present the emitted light intensity distri-
bution on a target at a distance of 80 cm. The rectangle
indicates the actual FOV. One can see that there is much less
light power emitted outside the FOV by the masked camera
shown in FIG. 6C than by the unmasked shown in FIG. 6A.

FIGS. 6B and 6D illustrate the horizontal and vertical
section light distribution as a function ofthe opening angle for
the unmasked camera FIG. 6B and the masked camera FIG.
6D. The FOV lines indicate the angular FOV in horizontal and
vertical directions respectively. Again, the difference of light
power emitted outside the FOV is drastic.

The suppression of emitted light outside the FOV as
described above results in a tremendous reduction of stray
light effects in many situations. At the same time, the power
inside the FOV is almost kept at the same level as without any
mask. Hence, the noise increase due to light power reduction
is negligible.

The masking the LED illumination elements IE of the
illumination module IM locally becomes extremely impor-
tant in cases where close objects outside the FOV and low-
reflective targets to measure are present. A typical example is
the surveillance of sliding doors shown in FIG. 7. The camera
100 is placed close to the wall W and observes the sliding door
S from the side. The wall W right next to the TOF camera 100
reflects in general much more light power back on the sensor
100 than objects at a larger distance. Stray light might occur
even from the part of the wall that is outside the FOV 3 but
within the FOI 4.

By properly masking the illumination, the FOI 4 is shaped
in a way as shown in FIG. 8. In this case, stray light generated
by objects outside the FOV 3 are reduced. Further, the light
power emitted on the wall W and sliding door S close to the
camera 100 decreased.

Such TOF with partly masked illumination and non-uni-
formly illuminated FOV can be used in the surveillance of
train platforms.

The mask M for such a light source might look as illus-
trated in FIG. 9. Here, the mask M has separate illumination
apertures that provide varying levels of attenuation laterally
across the width of the illumination aperture 1A for each
illumination element of the illumination module to provide a
non-uniform field of illumination.

The illumination used together with the sample mask illus-
trated in FIG. 9 is based on four individual light sources, each
one containing its own opening in the mask. The design
sketched not only masks the illumination power outside the
FOV to reduce stray light, but also changes the light distribu-
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tion across the FOV in a less uniform, but maybe favorable
way depending on the application.

In milking applications, the TOF camera is used to a) find
the teats and the cups and b) to guide the robot arm in order to
properly attach the cups to the teats. In this application, light
power emitted in the upper part of the image might cause stray
light problems, since the cow belly can get very close to the
camera and reflect much more light back into the camera than
the targets to be detected, namely the teats and the cups. In this
application again, the light potentially emitted into the ani-
mal’s belly is preferably masked to reduce stray light effects.

While this invention has been particularly shown and
described with references to preferred embodiments thereof,
it will be understood by those skilled in the art that various
changes in form and details may be made therein without
departing from the scope of the invention encompassed by the
appended claims.

What is claimed is:

1. A time of flight three dimensional imaging system, com-
prising:

an illumination module that generates modulated light to
illuminate a scene, the modulated light being intensity
modulated, the illumination module comprising illumi-
nation elements;

a mask for the illumination module for defining a field of
illumination of the illumination module, wherein the
mask has a plurality of illumination apertures through
which light of the illumination elements is transmitted,
and wherein each illumination aperture is provided for a
respective one of the illumination elements, the illumi-
nation apertures including at least two apertures differ-
ing in shape from one another;

a sensor that detects the modulated light from the scene
with demodulation pixels of an array, wherein a field of
view of the sensor is at least partially within the field of
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illumination, and wherein the mask is arranged to sup-
press an amount of light power generated by the illumi-
nation module outside the field of view of the sensor; and

a controller that generates a three dimensional image from
the detected modulated light by determining a phase
delay between the modulated light generated by the
illumination module and the modulated light detected by
the demodulation pixels of the array of the sensor to
determine a time of flight of the modulated light from the
illumination module to the scene and back to the sensor.

2. A system as claimed in claim 1, wherein the illumination
elements of the illumination module comprise a light emitting
diode.

3. A system as claimed in claim 1, wherein the illumination
elements of the illumination module comprise a laser diode.

4. A system as claimed in claim 1, wherein the illumination
apertures are shaped based on a particular field of illumina-
tion.

5. A system as claimed in claim 1, wherein the mask com-
prises illumination apertures that provide varying levels of
attenuation laterally across the width of the illumination aper-
ture.

6. A system as claimed in claim 1, wherein the field of
illumination is selected to be substantially coextensive with
the field of view.

7. A system as claimed in claim 1, wherein the field of
illumination is selected to be smaller than the field of view.

8. A system as claimed in claim 1, wherein the field of
illumination varies laterally across its width.

9. A system as claimed in claim 1, wherein the mask pro-
vides a non-uniform field of illumination.
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